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Abstract
Circumvention proxies often have to operate under adverse network
conditions, especially over cross-border links with high packet loss.
These scenarios motivated the development of proxies that imple-
ment custom congestion control algorithms (CCAs) that aggressively
sustain high sending rates by disregarding standard congestion re-
sponses. In this paper, we argue that such custom CCAs are funda-
mentally at odds with the core principles of censorship circumven-
tion. Using Hysteria and TCP-Brutal as case studies, we demonstrate
how these custom CCAs produce traffic patterns that significantly
deviate from standard TCP and QUIC behaviors, and further develop
simple, threshold-based classifiers to show how a censor can distin-
guish such proxy traffic by its lack of response to congestion signals.
We emphasize that any performance optimizations must be grounded
in standard protocol behaviors to maintain the indistinguishability
required for effective censorship circumvention.

1 Introduction
The global escalation in censorship efforts has heightened the de-
mand for circumvention tools. In a typical scenario, a user in a cen-
sored region connects to a proxy server located outside the jurisdic-
tion to access application servers that are otherwise blocked. These
proxy connections face several unique challenges inherent to the
adversarial nature of censorship circumvention, with one of the most
extensively studied being the need for proxies to obfuscate their traf-
fic to avoid detection and blocking [19]. Over the past decades, proxy
developers have continuously adopted various obfuscation strategies,
whereas censors deployed increasingly sophisticated fingerprinting
techniques to detect and disrupt proxy activities [1, 5, 23].

A less examined yet critical issue affecting the usability of proxy
tools is their performance under unreliable and lossy network condi-
tions. Proxy connections often need to traverse geographically dis-
tant and topologically disparate networks, in particular cross-border
or intercontinental links that are characterized by frequent congestion
and high packet loss. For example, prior studies have measured that
inbound traffic crossing the Chinese border can experience packet
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loss rates ranging from 10% to 50% [28]. To optimize performance
under such network conditions, some proxy tools have adopted cus-
tom, non-standard Congestion Control Algorithms (CCAs) designed
to aggressively transmit packets in spite of packet loss. Notable ex-
amples include Hysteria [9] and TCP-Brutal [11], which maintain
higher sending rates compared to conventional CCAs, allowing them
to outcompete co-existing flows and secure an (unfairly) dispropor-
tionate share of throughput on congested links.

We argue in this paper that such custom CCA implementations
raise concerns for deviating from the design principles of censorship
circumvention tools. The essence of effective censorship circumven-
tion lies in obfuscating proxy traffic such that it is indistinguishable
from the broader category of traffic valued by censors, thereby lever-
aging “collateral damage” to achieve some degree of unblockability.
Over the years, practitioners in the field have recognized that to
do this well, circumvention tools must adopt standard, ubiquitous
protocols like TLS and strive to align their behaviors with those ex-
pected from mainstream implementations (e.g., browsers). Custom
congestion control that heavily diverges from standard behavior, on
the other hand, is a clear deviation from this principle: by reacting
to packet loss in a manner inconsistent with standard TCP/QUIC
behaviors, these implementations not only contribute to network
congestion but also generate traffic patterns that diverge from the
norm – departing the goal of blending in.

We characterize the custom CCAs implemented by Hysteria and
TCP-Brutal by quantifying their aggressive sending behaviors. Us-
ing a controlled testbed, we emulate various network conditions and
demonstrate that these tools could be reliably differentiated from
standard TCP and QUIC implementations across multiple main-
stream CCAs, including TCP Cubic, YeAH, Vegas, HTCP and BBR.
Furthermore, these distinctions generalize across varying round-
trip-times (RTTs) and packet loss rates. To illustrate the feasibility
of exploiting these behaviors for proxy detection, we develop a
proof-of-concept two-stage classifier and evaluate it on a dataset of
synthetic flows generated for a thousand different network condi-
tions. Even with a simple threshold-based approach, the classifier
is able to differentiate the custom CCA from standard TCP/QUIC
flows with a rare few false positives and negatives.

By analyzing Hysteria and TCP-Brutal as case studies, we show-
case examples of proxy tools’ fingerprintability stemming from
the non-standard behaviors of the custom CCAs that they employ.
However, we do not discount the importance of performance for
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circumvention tools; rather, we argue that such solutions must be
sought within the framework of standard protocols and behaviors
so that performance optimization does not come at the expense of
fingerprintability. In our experiments, we found that BBR performs
reasonably well under most network conditions, coming close to
the performance levels achieved by the custom CCA, particularly
when packet loss remains below 20%. As such, we see no com-
pelling justification for adopting custom and aggresive CCAs in
circumvention tools under high packet-loss conditions – after all,
any marginal performance gains are futile if the tools get blocked
from fingerprintable traffic patterns.

2 Background
News, anecdotes, and measurement studies collectively suggest that
network interferences like censorship have been on the rise on a
global scale [14, 17, 18], motivating users to resort to circumvention
tools like proxies [19]. The use of proxies in censored regions neces-
sitates obfuscation mechanisms – otherwise, the channel itself could
be fingerprinted and blocked. Over the years, the circumvention
community has adopted various obfuscation approaches, with the
shared goal of blending the circumvention traffic into other traffic
categories that censors are reluctant to block [4, 13, 22, 24]. Still, the
cycle of adaptation continues as censors deploy increasingly sophis-
ticated fingerprinting methods to differentiate circumvention traffic,
such as protocol discrepancies or traffic patterns [5, 6, 25, 26].

Real-world throttling events emerged as as an increasingly com-
mon methods of Internet censorship in various countries [15, 16].
In Iran, throttling has been deployed to limit access by deliberately
reducing bandwidth, effectively slowing down connections to dis-
courage the use of certain services, especially during periods of
political unrest [2]. Similarly, Russia used throttling as a censorship
technique by intentionally slowing down Twitter’s traffic, impact-
ing users’ ability to access the platform [27]. In China, network
congestion at the borders – often referred as the “Great Bottleneck
of China” – significantly reduces network performance for transna-
tional connections [28]. Persistent packet loss from congestion and
deliberate throttling affects the performance of circumvention prox-
ies in these regions, motivating the development of circumvention
tools that use custom congestion control algorithms like Hysteria [9]
and TCP-Brutal [11].

3 Threat Model
We envision an adversary aiming to detect proxy tools that aggres-
sively try to obtain better performance in constrained network envi-
ronments. The adversary capabilities are based on recent and past
documented instances of adversaries intentionally restricting end-
user performance [15, 16, 27]. Specifically, we assume an adversary
along the network path, akin to an ISP, with the ability to impose
restrictions on packet flows by either introducing artificial packet
losses or constraining bandwidth. Further, the functioning of the
proxy tools is assumed to be public knowledge, and the adversary
can based on it to develop heuristics to detect their usage.

Testbed Setup We build our testbed following the threat model. We
use four physical machines, all of which are configured in-lab to run
Debian instances. We follow the topology as shown in Figure 1 and
assume that a client machine residing inside a censored networks

Figure 1: Testbed Setup. The middlebox can actively introduce loss or
constrain bandwidth of traffic. It can also take advantage of the natural
performance degradation on cross-border links. It can observe traffic before
and after the middlebox device.

is connected to a proxy host, traversing through a hop where the
censor deploys a middlebox. The client and middlebox are assumed
to be within the censor’s network boundary with other entities out-
side the censor’s purview. We configure and run appropriate proxy
tools under test (and popular CCAs) on the client and proxy ma-
chine. Network traffic was generated through large file transfer from
server to client, using a file sufficiently large to ensure sustained con-
nection throughout the experiment duration. The link between the
client and middlebox can be configured with arbitrary network con-
ditions such as loss, RTT or bandwidth constraints using the netem
and tbf modules in tc [7]. When evaluating standard CCAs in
the TCP/QUIC stack, direct connections to the web server were
established, bypassing the proxy server. The analysis for detecting
the presence of studied proxy tools is conducted on the middlebox
machine, which also captures raw PCAPs for reference.

4 Behavior Characterization
The focus of our investigation is a class of transports used by obfus-
cated proxy protocols that are designed to enhance the performance
over unreliable and lossy networks. Notable examples of these proto-
cols include Hysteria [9] (QUIC-based) and TCP-Brutal [11]. These
tools are promoted for use in specific scenarios such as tunneling
cross-border connections, where network congestion leads to packet
loss rates typically in the range of 5% to 15%, with peak loss rates
as high as 50% [28]. To optimize the proxy’s performance under
such situations, Hysteria and TCP-Brutal use custom, non-standard
Congestion Control Algorithms (CCAs) that aggressively transmit
packets at a higher rate and outcompete standard CCAs on congested
links.

Before we proceed with quantifying these deviations, we first
provide the high-level intuition that guided our study: traditional
CCAs – whether loss-based, delay-based, or rate-based – imple-
ment a “back off” mechanism in response to congestion signals.
This mechanism aims to avoid excessive bandwidth usage and to
ensure fairness when network conditions change, such as increased
RTTs or reduced bandwidth capacity. On the other hand, the custom
CCAs used by Hysteria and TCP-Brutal are designed to sustain
high performance even under congestion. Instead of cooperating
with competing flows by adapting to congestion, these protocols
disregard congestion signals and even attempt to compensate for
packet loss by further increasing their sending rate, therefore main-
taining the throughput configured by the user-defined “download
bandwidth”. Such behavior represents a fundamental violation of the
congestion control principles defined in both TCP and QUIC [3, 8].
Apart from disrupting the intended fairness of network resource al-
location and inducing potential congestion collapse, such behaviors
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Figure 2: Comparing Aggressive Proxy Tools with Traditional CCAs.
The link has a bandwidth of 100 Mbps, an RTT of 60ms, and an uniform
packet loss rate of 5%.

Figure 3: Differentiating Hysteria and Brutal from Loss-based CCAs
based on Sending Rate. Sending rates over time is captured by box-plots.
Hysteria and Brutal are configured at 50Mbps, 75Mbps, and 100Mbps on a
link with 100Mbps bandwidth, 60ms RTT, and 5% uniform loss rate.

also generate distinctive traffic patterns that fundamentally under-
mine the objectives of censorship circumvention.

In this section, we empirically demonstrate the non-compliant
behaviors of Hysteria and Brutal through a series of experiments.
In § 4.1, we illustrate how the behaviors of Hysteria and Brutal
diverge from those of typical TCP Cubic or QUIC Cubic under a
specific set of network conditions. § 4.2 extends this analysis by
showing consistent deviations across various Hysteria and Brutal
configurations, in comparison to several loss-based TCP CCAs, such
as Cubic, YeAH, HTCP, and Vegas. In § 4.3, we generalize these
observations to a broad range of network conditions with varying
loss rates and RTTs. Finally, in § 4.4, we further distinguish Hysteria
and Brutal against rate-based CCAs like BBR.

4.1 Aggressive Sending Rates
Figure 2 shows the sending rates of five connections: Hysteria, TCP
Brutal, QUIC-Cubic, TCP-Cubic, and TCP-BBR, over a link with a
bandwidth of 100 Mbps, an RTT of 60 ms, and a random packet loss
rate of 5% (uniform loss). For Hysteria and Brutal, the download
bandwidth was configured to match the link capacity, as recom-
mended by their protocol specifications [10].

As expected, Cubic, in both TCP and QUIC, being a loss-based
CCA, suffers significant performance degradation at a 5% loss rate,
leading it to transmit at rates several orders of magnitude lower than
those achieved by Hysteria and Brutal. The custom CCA adopt a
fixed-sending-rate model, effectively utilizing the available band-
width regardless of packet loss. This difference lends us the intuition
that in networks with non-negligible packet loss, such as cross-
border or transcontinental links, Hysteria and Brutal can be easily
distinguished from CCAs that interpret packet loss as a congestion
signal and consequently back off from sending.

It is worth noting, however, that TCP-BBR 1, which adopts a
model/rate-based CCA that does not directly respond to packet loss,
exhibits sending behavior similar to that of Hysteria and Brutal,
which necessitates further differentiation.

4.2 Differentiation from loss-reactive CCAs
Figure 3 compares the sending rates of Brutal and Hysteria with
those of other standard CCAs, including TCP-YeAH, HTCP, and Ve-
gas, in addition to Cubic and BBR. Additionally, Brutal and Hysteria
are configured with different settings, including when the “Download
Bandwidth” is set below the actual link capacity. In these configura-
tions, they effectively acts as a self-imposed rate limiter. Despite this,
both custom tools, which rely on a fixed, pre-configured sending
rate, remain reliably distinguishable from loss-based CCAs.

BBR, however, is an exception among the standard CCAs. As
a rate-based algorithm, BBR aims to maximize available network
capacity rather than react to packet loss as a congestion signal. Sur-
prisingly, BBR outperforms Hysteria and Brutal when these tools
are configured with a lower-than-actual bandwidth. It’s worth noting
that Hysteria has built-in support for BBR as an alternative to its
custom CCA, presumably due to BBR’s ability in sustaining stable
throughput even in moderately lossy environments.

4.3 Generalizing across Network Conditions
We demonstrate that the observed differentiating behaviors between
the custom and standard CCAs generalize across varying network
conditions – specifically network reliability (loss rate) and latency
(RTT). We conducted experiments using our testbed to empirically
measure the performance of different CCAs under varying loss-RTT
combinations, using the Mathis Equation [12]:

𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 =
𝑀𝑆𝑆

𝑅𝑇𝑇
√︁
𝑃𝑙𝑜𝑠𝑠

(1)

as a shared baseline for comparison 2. Figure 4 shows the results as
a heatmap, with the value in each entry corresponding to the ratio of
the specific CCA’s performance relative to Mathis estimation.

We found that Mathis Equation provides an accurate estimation
for Cubic under most of the tested network conditions, whereas
Brutal and Hysteria consistently send at multiples of the estimated
rates, especially under high loss-rate and/or high RTT scenarios.
This is consistent with our understanding that the absence of slowing
down under packet loss clearly distinguishes the two custom tools
from CCAs that react to packet loss. However, BBR also shows
significantly higher sending rates than those estimated when packet
loss and RTT increase. As shown in Figure 7 in the Appendix, under
most network conditions, Brutal and Hysteria have a sending rate
similar to that of BBR (except when the loss rate reaches above
20%). Thus, a different approach is needed to differentiate CCAs
like BBR that do not directly react to packet loss.

4.4 Active Throttling
To differentiate Brutal & Hysteria from TCP BBR, a potential censor
could actively impose throttling mid-connection to induce BBR’s

1We use the BBR version included in Linux, which is version 1.
2We use a standard 𝑀𝑆𝑆 = 1460𝑏𝑦𝑡𝑒𝑠
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Figure 4: Differentiating Hysteria and Brutal across Varying Network Conditions. We quantify the average sending rate ratio of TCP-Cubic, TCP-BBR,
Brutal, and Hysteria, respectively, with the estimated sending rate using the Mathis equation.

Figure 5: Differentiating Hysteria and Brutal with Active Throttling.
The link has a bandwidth of 100Mbps, which is reduced to 50Mbps mid-
connection, an RTT of 60ms, and no base loss rate.

response to changes in bandwidth and contrast it with the behav-
ior of the custom tools, which lack a similar adaptive mechanism.
Specifically, in our experiments, we reduced the bandwidth by half
(e.g., 200 Mbps → 100 Mbps, 50 Mbps → 25 Mbps) in the middle
of each connection using a token bucket filter to simulate
throttling. As illustrated in Figure 5, BBR is designed to respond
to changing network conditions by adjusting its sending rate. Upon
detecting reduced bandwidth, BBR begins probing for available ca-
pacity, eventually converging to the lowered rate after a few probing
cycles. In contrast, Brutal and Hysteria interpret the reduced band-
width as an increase in packet loss and thus attempt to compensate
by increasing their sending rate even further.

5 Evaluation
We present a simple, threshold-based classifier to demonstrate the
feasibility of differentiating the custom CCA among standard TCP
and QUIC flows. The proof-of-concept classifier is then evaluated
using a dataset of 10,080 traffic flows generated in controlled lab
environments across varied network conditions.

5.1 Threshold-based Classifiers
The classification consists of two stages that are designed to distin-
guish the custom CCA from loss-based and rate-based CCAs respec-
tively, as shown in Fig.6. In the first stage, we apply a simple thresh-
old to determine if a connection exhibits a back-off response when
encountering packet loss. Specifically, a connection is labeled as
non-loss-based if its observed average sending rate surpasses the esti-
mated performance by a scaling factor of 𝑠 = 5. The expected perfor-
mance is determined as𝑚𝑖𝑛(𝑏𝑡𝑙_𝑏𝑤, 𝑠 ∗𝑚𝑎𝑡ℎ𝑖𝑠_𝑒𝑞𝑛), where 𝑏𝑡𝑙_𝑏𝑤

Figure 6: Classification Decision Tree. The two-stage classifier distin-
guishes Brutal from loss-based and rate-based CCAs based on reaction to
packet loss and bandwidth reduction mid-connection.

Stage Label/CCA Brutal Hysteria BBR CUBIC YeAH HTCP Vegas QUIC

Stage 1: All flows Loss-based 3 3 97 1260 1260 1260 1260 1260
Non-loss 1257 1257 1163 0 0 0 0 0

Stage 2: Non-loss flows Rate-based 0 0 1147 0 0 0 0 0
Other(custom) 1257 1257 16 0 0 0 0 0

Table 1: Evaluation Results. Each tool was measured under 1260 different
network condition combinations. The first stage labels flows as either loss-
based or non-loss-based. The second stage then classifies non-loss-based
flows further into rate-based or custom (e.g., Hysteria and TCP Brutal).

is the bottleneck bandwidth and 𝑚𝑎𝑡ℎ𝑖𝑠_𝑒𝑞𝑛 is derived from (1).
Since the Mathis equation considers packet loss rate as the sole lim-
iting factor, when a bottleneck bandwidth exists, loss-based CCAs
are expected to operate below the minimum of these two constraints.
By identifying flows that exceed this threshold, we isolate non-loss-
based CCAs (including Hysteria and TCP-Brutal) from those CCAs
that respond to packet loss using only passive measurement data.

The second stage further examines flows classified as non-loss-
based to distinguish Brutal from rate-based CCAs like BBR that
don’t react to packet loss directly through back-off but rather con-
form to the new bandwidth in case of a bandwidth reduction. Here,
we calculate the sending rate in 10ms windows to capture all peak
transmissions and determine whether a flow continues to probe above
the original bandwidth after the 7s mark, 2 seconds after a 50% band-
width reduction is introduced to allow BBR to adjust its sending rate
within a few bandwidth probing cycles, as described in § 4.4. Flows
that persist in over-sending are flagged, while those conforming to
the new reduced bandwidth are identified as rate-based CCAs.

5.2 Results
The classifier was evaluated using traffic flows generated with our
controlled testbed involving eight different CCA implementations.
We configured various network conditions 20 different persistent
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RTTs, distributed evenly from 15ms to 300ms, and 21 different
packet loss rates, ranging from 0.1% to 20%, under 3 different
bandwidth capacity (200 Mbps, 100 Mbps, and 50 Mbps), totaling
10080 experiments. Each experiment lasts 10s, with a 50% reduction
of available bandwidth at 5s mark. For Hysteria and Brutal, we
configure them according to the protocol specifications to use the
link bandwidth limit as the download bandwidth configuration [10].

Table 1 presents the classification results. The first stage achieved
100% accuracy in differentiating loss-based CCA flows from non-
loss-based ones. Although 97 BBR flows were initially categorized
as loss-based due to performance degradation under high packet
loss – similar to loss-based CCAs – these did not contribute to false
positives. In the second stage, the classifier correctly identified all
traffic flows exhibiting custom congestion behaviors while producing
only 16 false positives from BBR flows, mostly clustered in high-
RTT, low-bandwidth scenarios.

5.3 Limitations
This work explores two custom implementations of CCAs – Hysteria
and TCP-Brutal. However, there exists other non-standard CCAs
that have been or could easily be integrated with circumvention
tools [20, 21], each potentially deviating from standard congestion
control to varying degrees. Additionally, our analysis is limited to
circumvention tools built on QUIC and TCP, both of which offer
diverse yet standardized congestion control algorithms. We do not
examine pure UDP-based circumvention tools that employ custom
CCA implementations, such as mKCP [20], where the absence of
standard UDP congestion control complicates comparisons. Future
research should explore the fingerprintability of such alternative
CCAs.

This study examines potential fingerprintability of Hysteria and
TCP-Brutal under in-lab, simulated network conditions. While we
were able to explore a broad range of bandwidth and latency pa-
rameters, our analysis does not fully capture the complexities of
real-world networks. We encourage future research to investigate
the fingerprinting of custom CCAs in real-world traffics.

6 Conclusion
Our study emphasizes that the custom congestion control imple-
mented in circumvention proxies, whose behavior diverges heav-
ily from standard ones found in TCP/QUIC stack,fundamentally
conflicts with need for blending into mainstream traffic patterns
to remain undetected. Through lab-based case studies on Hysteria
and TCP-Brutal, we demonstrated how their aggressive sending be-
haviors can render such proxies identifiable and thus vulnerable to
detection and blocking by censors. We argue that any performance
optimizations for circumvention tools must align with standard pro-
tocol behaviors to maintain the efficacy of circumvention efforts.
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7 Appendix

Figure 7: Average sending ratio comparison of Brutal and Hysteria
with BBR. Both Hysteria and Brutal are similar to BBR for lower loss
rates, whereas they significantly differ at higher loss rates (> 20%).

6

https://doi.org/10.1145/3487552.3487858
https://doi.org/10.1145/3393691.3394180
https://doi.org/10.1145/3393691.3394180

	Abstract
	1 Introduction
	2 Background
	3 Threat Model
	4 Behavior Characterization
	4.1 Aggressive Sending Rates
	4.2 Differentiation from loss-reactive CCAs
	4.3 Generalizing across Network Conditions
	4.4 Active Throttling

	5 Evaluation
	5.1 Threshold-based Classifiers
	5.2 Results
	5.3 Limitations

	6 Conclusion
	References
	7 Appendix

